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Abstract: Many research studies and evaluations of Web-based instruction are based upon self-reported data, which
may be highly inaccurate due to faulty memory and other psychological factors. This paper discusses four ways to
estimate the reliability of self-reported data. The four approaches are: Kappa coefficient, Index of Inconsistency,
Repeated measures, and correlational/regression analysis.

For research on Web-based instruction, web usage data may be obtained by parsing the user access log, setting
cookies, or uploading the cache. However, these options may have limited applicability. For example, the user
access log cannot track users who follow links to other websites. Further, cookie or cache approaches may raise
privacy issues. In these situations, self-reported data collected by surveys are used. This givesrise to the question:
How accurate are self-reported data? Cook and Campbell (1979) have pointed out that subjects (a) tend to report
what they believe the researcher expectsto see, or (b) report what reflects positively ontheir own abilities,
knowledge, beliefs, or opinions. Another concern about such data centers on whether subjects are able to accurately
recall past behaviors. Cognitive psychol ogists have warned that the human memory isfallible (Schacter, 1999) and
thus the reliability of self-reported datais tenuous.

Although statistical software packages are capable of cal culating numbers up to 16-32 decimals, this precision
ismeaninglessif the data cannot be accurate at even the integer level. Quite afew scholars had warned researchers
how measurement error could cripple statistical analysis (Blalock, 1974) and suggested that good research practice
reguires the examination of the quality of the data collected (Fetter, Stowe, & Owings, 1984).

Biasand Variance

M easurement errors include two components, namely, bias and variable error. Biasis a systematic error that
tends to push the reported scores toward one extreme end. For example, several versions of |Q tests are found to be
bias against non-Whites. It means that blacks ands Hispanicstend to receive lower scores regardless of their actual
intelligence. A variable error, also known as variance, tends to be random. In other words, the reported scores could
be either above or below the actual scores (Salvucci, Walter, Conley, Fink, & Saba, 1997).

Thefindings of these two types of measurement errors have different implications. For example, in a study
comparing self-reported data of height and weight with direct measured data (Hart & Tomazic, 1999), it was found
that subjects tend to over-report their height but under-report their weight. Obviously, thiskind of error patternis
bias rather than variance. A possible explanation of thisbiasisthat most people want to present a better physical
image to others. However, if the measurement error is random, the explanation may be more complicated.

One may argue that variable errors, which are random in nature, would cancel out each other and thus may not
be athreat to the study. For example, the first user may over-estimate his Internet activities by 10%, but the second
user may under-estimate hers by 10%. In this case, the mean might still be correct. However, over-estimation and
under-estimation increases variability of the distribution. In many parametric tests, the within-group variability is
used asthe error term. An inflated variability would definitely affect the significance of the test. Some texts may
reinforce the above misconception. For example, Deese (1972) said,

Statistical heory tells us that the reliability of observationsis proportional to the square root
of their number. The more observations there are, the more random influences there will be.
And statistical theory holds that the more random errors there are, the more they arelikely to
cancel one another and produce a normal distribution (p.55).

First, it istrue that as the sample size increases the variance of the distribution decreases, it does not guarantee
that the shape of distribution would approach normality. Second, reliability (the quality of data) should betied to

measurement rather than sample size determination. A large sample size with alot of measurement errors, even
random errors, would inflate the error term for parametric tests.

After calculating the standardized difference between the two measurements, a stem-and-leaf plot or a
histogram can be used to visually examine whether a measurement error is due to systematic bias or random
variance.



Remedies

In spite of the threat of datainaccuracy, it isimpossible for the researcher to follow every subject with a
camcorder and record everything they do. Nonetheless, the researcher can use a subset of subjectsto obtain observed
data such as user log access or daily hardcopy log of web access. The results would then be compared tothe
outcome of all subjects’ self-reported data for an estimation of measurement error. For example, when the user
accesslog is available to the researcher, he can ask the subjects to report the frequency of their access to the web
server. The subjects should not be informed that their Internet activities have been logged by the Webmaster asthis
may affect participant behavior. Also, the researcher can ask a subset of usersto keep alogbook of their Internet
activitiesfor amonth.

Someone may argue that the log book approach is too demanding. Indeed, in many scientific research studies,
subjects are asked for much more than that. For instance, when scientists studied how deep sleep during long range
space travel would affect human health, participants were asked to liein bed for amonth. In a study concerning how
aclosed environment affects human psychology during space travel, subjects were locked in aroom individually for
amonth. It takesahigh cost to seek out scientific truths.

After different sources of data are collected, the discrepancy between the log and the self-reported data can be
analyzed to estimate the datareliability. At first glance, this approach looks like a test-retest reliability, but it isn't.
First, in test-retest reliability the instrument used in two or more situations should be the same. Second, when the
test-retest reliability islow, the source of errorsiswithin the instrument. However, when the source of errorsis
external to theinstrument such as human errors, inter-rater reliability is more appropriate.

The above suggested procedure can be conceptualized as a measurement of inter-data reliability, which
resembles that of inter-rater reliability and repeated measures. There are four ways to estimate the inter-rater
reliability, namely, Kappa coefficient, Index of Inconsistency, repeated measures ANOV A, and regression analysis.
The following section describes how these inter-rater reliability measurements may be used as inter-data reliability
measurements.

Kappa coefficient

In psychological and educational research, it is not unusual to employ two or more raters in the measurement
process when the assessment involves subjective judgments (e.g. grading essays). The inter-rater reliability, whichis
measured by Kappa coefficient, is used to indicate the reliability of the data. For example, the performance of the
participantsis graded by two or more raters as "master" or "non-master” (1 or 0). Thus, this measurement is usually
computed in categorical dataanalysis procedures such as PROC FREQ in SAS and "measurement of agreement" in
SPSS's StatXact.

It isimportant to note that even if 60 percent of two datasets concur with each other, it doesn’t mean that the
measurements are reliable. Since the outcome is dichotomous, there is a 50 percent chance that the two
measurements agree. Kappa coefficient takes thisinto account and demands a higher degree of matching to reach
consistency.

In the context of Web-based instruction, each category of self-reported Website usage can bere-coded as a
binary variable. For example, when question oneis "how often do you use telnet," the possible categorical responses
are"a: daily," "b: threeto five times per week," "c: three-five times per month," "d: rarely," and "e: never." Inthis
case, the five categories can be re-coded into five variables: Q1A, Q1B, Q1C, Q1D, and Q1E. Then all these binary
variables can be appended to form aR X 2 table as shown in the following table. With this data structure, responses
can be coded as"1" or "0" and thus measurement of classification agreement is possible. The agreement can be
computed using Kappa coefficient and thereby the reliability of the data may be estimated.

Index of Inconsistency

Another way to compute the af orementioned categorical datais Index of Inconsistency (10l). In the above
example, because there are two measurements (log and self-reported data) and five optionsin the answer, a4 X 4
tableisformed. Thefirst step to compute [0l isto divide the RXC table into several 2X2 sub-tables. For example,
the last option "never" istreated as one category and all the rest are collapsed into another category as "not never,"
as shown in the following table.



Table 1.
2X2 tablefor |Ol.

Never Not never Total
Never a b atb
Not Never c d c+d
Total atc b+d n=sum(a-d)

The percent of 10l is computed by the following formula:
01% = 100* (b+c)/[(2np(1-p)] wherep = (atc)/n

After the |0l is calculated for each 2X2 sub-table, an average of all indicesis used as an indicator of the
inconsistency of the measure. The criterion to judge whether the data are consistent is as follows:
An 10l of lessthan 20 islow variance;
An 10l between 20 and 50 is moderate variance;
An 10l above 50is high variance
Thereliability of the datais expressed in thisequation: r =1 —1OI. Put it simply, reliability istheinformation
without the inconsistent portion.

Repeated measures

The measurement of inter-data reliability can be conceptualized and proceduralized as a repeated measures
ANOVA. In arepeated measures ANOV A, measurements are given to the same subjects several times such as
pretest, midterm and posttest. In this context, the subjects are also measured repeatedly by the web user log, the log
book and the self-reported survey. The following isthe SAS code for arepeated measures ANOVA:

data one; input user $ web_log log_book self_report;

cards;

1 215 260 200
2 178 200 150
3 100 111 120
4 135 172 100
5 139 150 140
6 198 200 230
7 135 150 180
8 120 110 100
9 289 276 300

proc gim;
classes user;

model web_log log_book self_report = user;
repeated time 3;
run;

In the above program, the number of visited Websites by nine volunteersis recorded in the user accesslog, the
personal log book, and the self-reported survey. The users are treated as a between-subject factor while the three
measures are regarded as between-measure factor. Table 2 is a condensed output:



Table 2
Output of repeated measures for inter-data reliability.

Source of variation df Mean square
Between-subject (user) 8 1044250
Between-measure (time) 2 48893
Residual 16 454.80

Based on the above information, the reliability coefficient can be calculated using the following formula
(Fisher, 1946; Horst, 1949):

r= (M S between-measure — MS residual )/(M S between-measure (df between-people XMS residual))
Correlational and regression analysis

Correlational analysis, which utilizes Pearson’s Product Moment coefficient, is very simple and especially
useful when the scal es of two measurements are not the same. For example, the web server log may track the
number of pages accesses while the self-reported data are likert-scaled (e.g. How often do you browse the Internet?
5=very often, 4=often, 3=sometimes, 2=seldom, 5=never). In this case, the self-reported scores can be used as a
predictor to regress against page access.

A similar approachisregression analysis, in which one set of scores (e.g. survey data) istreated as the predictor
while another set of scores (e.g. user daily 10og) is considered the dependent variable. If more than two measures are
employed, amultiple regression model can be applied i.e. the one that yields more accurate result (e.g. Web user
access |log) isregarded as the dependent variable and all other measures (e.g. user daily log, survey data) are treated
asindependent variables.

Method

A preliminary pilot was conducted to test the discussed procedures, and study the accuracy of self-report data.
Participants

Participantsin this preliminary pilot were students enrolled in arequired methods course as well as staff in
information technol ogies at a southwestern university (n=18). All participants completed a brief survey; twelve
completed log-recordings.
Procedures

Participants completed a brief, three-question survey regarding web-based use, shown in Table 3.

Table 3.
Web use survey

1) Inaweek, estimate how many timesyou use email:
2) Inaweek, estimate how many times you use the World Wide Web:
3) Inaweek, estimate how many timesyou use File Transfer Protocol:




Frequency was described to participants as how many times email was accessed during a day over aweek
period, not asinitial access (i.e., opening their email for the first time that day) or how many emailsthey read or
sent. For example, if auser had multiple applications open over a period of time during the day, email frequency
was how many times the user went back to view their email, regardless of read or sent email. Accessing the World
Wide Web was explained in the same manner. AsFile Transfer Protocol isfairly discrete, frequency was described
as how many times the application was accessed during aweek.

Twelve participants completed the log-recording of web-use specific to email, World Wide Web and File
Transfer Protocol. Participants were asked to keep afrequency log in the morning, afternoon and evening, over a5-
7 day period. All participantsin this phase completed six-seven days of log-data. For dataanalysis, we used six
days of log datafrom each participant.

Results

Correlational analysisindicated that the measures of reporting usage of FTP and email are consistent, but Web
browsing is not (see Table 4)

Table 4
Correlation Coefficient between Daily Log and Survey Data

Usage r p

Emall .79 .0039
Web 58 0625
FTP 91 .0001

Difference scores between two measures for usage of email, FTP, and Web browsing were standardized and
plotted in histograms for examining bias and variance. Since bandwidth (number of bins) affects the appearance of
the distribution, different number of bins and ticks were tried to gain athorough view of the data. It was found that
the measurement errors of usage of email, FTP, Web browsing were variable errors rather than bias. Figures 1-3
indicate that although most difference scores were centered around zero, the spread went as far as three standard
deviations and thus the reliability of self-reported data was still questionable.

Figure 1. Standardized Difference Scores of Usage of Email
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Figure 2. Standardized Difference Scores of Usage of FTP.
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Figure 3. Sandardized Difference Scores of Usage of Web browser.
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Discussion

Pertaining to reliability estimation, tremendous attention has been paid to internal consistency, whichis
measured by Cronbach Alpha Coefficient. Internal consistency isjust one of several aspects of reliability. Other
aspects such as stability over time and equival ence between different measures are considered more important when
the accuracy of datais suspect. The approach introduced in this paper addresses the issue of stability and
equivalence. Since users are measured in different times, stability istaken into account of reliability estimation.
Because different forms of measurement are employed, equivalenceis also included as areliability component.

Since ademanding commitment (writing alog everyday) isrequired in this study, the number of participantsis
small and the measurement is as simple as possible (three questions only). -External motivation (e.g. extra bonus
points) will be provided in subsequent studies so that more subjects will be obtained and more questions will be
asked.
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